
RVs Continued: Joint
Distribution and Intro to

Expectation

CS 70, Summer 2019

Lecture 19, 7/25/19
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From Yesterday...

I RVs assign numbers to outcomes.

I Treat X = i as any ordinary event.

I Bernoulli, Binomial, Geometric, Poisson RVs.

Today:

I Joint Distributions, Independent RVs,
Conditional Probability

I Introduction to expectation and linearity of
expectation
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Joint Distribution

Lets you work with multiple random variables.
No di↵erent from intersections of events!

RV X : takes values a in set A
RV Y : takes values b in set B

Joint Distribution:
Values:

Specify the Probabilities:
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} Defining sets of

events
.

X
-
- a

I Y = b

{ la , b ) : AEA
,

BEB } often see

comma

Pda , b )]=lP[X=ahY=b]=p[X=a¥=b]

Joint Distribution: Example I

X = 1 X = 2 X = 3

Y = 2 0.2 0.2 0.1

Y = 3 0.1 0 0.3

Y = 4 0 0.1 0

P[(X even) \ (Y even)] =
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0×-117*3,4=2]

PEX -
- 2,4=21 tlpfx -

- 2,4=4 ]
= 0.2+0.1=0.3

Joint Distribution: Example II

X = 1 X = 2 X = 3

Y = 2 0.2 0.2 0.1

Y = 3 0.1 0 0.3

Y = 4 0 0.1 0

P[X = 2] =

P[Y = 2] =

P[(X = 2) \ (Y = 2)] =
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0

0.2+0+0.1=0.3

1*1%7479

"

0.21-0.2+0.1=0.5 independent ?

0.2 (0.3×0.5)=70.2

×

Joint Distribution: Example III

X = 1 X = 2 X = 3

Y = 2 0.2 0.2 0.1

Y = 3 0.1 0 0.3

Y = 4 0 0.1 0

Are the events X = 1 and Y = 2 independent?
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PEX -43=0.2 -10.1=0.3

lP[ Y' 23=0.5 ← Last Slide .

" THINK -213=0.2
} X



Independent Random Variables

RVs X (values in A) and Y (values in B) are
independent if:

for all a 2 A, b 2 B:

P[X = a,Y = b] =

Essentially the same story as ordinary events!!
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PEX -
- a) Ply -

- b ]

Conditional Distributions

Also the same exact story:

X = 1 X = 2 X = 3

Y = 2 0.2 0.2 0.1

Y = 3 0.1 0 0.3

Y = 4 0 0.1 0

P[(Y even)|X  2] =
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pcyevenn K2 ]
-

IPCXEZ ]
=

0.21-0.2-10+0 . )E.zto.footo.io?=E

Memorylessness of Geometrics
Memoryless: For all positive integers s, t:

P[X � s + t|X > t] = P[X � s]

Let X ⇠ Geometric(p). X is memoryless:
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redundant

HI : PEXZsttlx > t ] =
pcfxzsttyngx>IT

w " di " "

-

IPCX > t ]

= PCYZS.tt#
PEX > t ]

=
( I - p ) Stt - I

Tip
-
- Cl - p )

s - I

RHI : IPCXZS ] -

- G - p )
s - I

Sum of Two Independent Poissons
Let X ⇠ Poisson(�1), Y ⇠ Poisson(�2).
X and Y are independent.

P[X + Y = k ] =
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011,2 . . 0,1 , 2
, . . .

K

Zp[X=i , 't K - i ]
→ i=0

cases
= ,§okp[x=iTPfY=k

- i ]
.

defn.ot-Eokf.ie'll e-
"

K¥1 )
Poisson

⇒ qq.toxixzkifk :

PEEK ]
- thuseinomial

if Z
- Point Hit 72 ) ( y ,+yz)¥ ,

Tnm '

⇒ xtY-poicx.tl#

Break

Which building on or near campus is your “spirit
building”?
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Expectation of a RV

Also called the mean or average of a RV.
Let X be a RV with values in A.

Its expectation is defined as:

E[X ] =
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If a. PCx=a]



Expectation of a RV: Example I

X =

8
><
>:

1 wp 0.4
1
2 wp 0.25

�1
2 wp 0.35

E[X ] =
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1. p Cx -
- I ] t ztpfx -

- IT tf-E) PEX =
- I ]

.

= I . 0.4 t I . 0.25  t
- ti0.35

= 0.4-110.125- O .
175¥

= 0.35

Expectation of a RV: Example III

X = 1 X = 2 X = 3

Y = 2 0.2 0.2 0.1

Y = 3 0.1 0 0.3

Y = 4 0 0.1 0

E[X ] =

E[Y ] =
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1 - PEX -47-12 . lP[ X -
- 27+3 . PEX-33=110.37+210.3) -1310.4

)=2210.57+310.4 ) -1410.1 )
= It ! 2+0.4 = ④

Expectation of a Bernoulli
Recall that if X ⇠ Bernoulli(p)

P[X = 1] = p

P[X = 0] = 1� p

Then: E[X ] =
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0¥51top

=p

Mixing Up HW
n students turn in their HW, but I accidently mix
them up. I return HW to the students, so that
each mixup (permutation) is equally likely.

What is the expected number of students who get
their own HW back?
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cases : O
, 1,2 , .

.  -

, N - 2
, N

.

t t t

size of prob space : N !

Finding PC # fipoxend
,

- - i ] is hard !

⇒ Dean IS not enough !

Linearity of Expectation
The definition of expectation isn’t always easy to
use. Linearity remedies this.

Theorem: Let X1,X2, . . . ,Xn be RVs over the
same probability space.
They are not necessarily independent. Then:

E[X1 + . . .+ Xn] = E[X1] + . . .+ E[Xn]

For constant c , E[cXi ] = c · E[Xi ]

Proof: Notes. Out of scope, but not a hard proof.
Maybe formally go through it next lecture.
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-

④

①

②
=

¥ably

Linearity: Example I

X = 1 X = 2 X = 3
Y = 2 0.2 0.2 0.1
Y = 3 0.1 0 0.3
Y = 4 0 0.1 0

From previous: E[X ] = 2.1, E[Y ] = 2.6.

E[3X + 7Y ] =
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-
EC3XTtE[7Y ]

=3 Efx ] -17 IECY]
=3 . 2. It 7 . 2.6

= 6.31-18.2=24501



Expectation of a Binomial
Let X1, . . . ,Xn be i.i.d. Bernoulli(p) RVs.
Let X = X1 + . . .+ Xn.

X ⇠

What is E[X ]?
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→ ind
. , identicallydistributed

.

Bin fn , p)

Efx ] = IE it Xzt . . . TX n ]
= Efx , It Exist . . .

't Efxn)
= N . ECX , ] = mpg

-

=p from

previous slide .

Linearity: Example II
I draw two cards from a standard deck.
What is the expected number of aces I get?

Attempt #1: Use the definition.
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A = # aces
.

E ( AT = O.PE/A=OIotl.pCA=I ] t 2 . PEA -

- 23

PCA = if = P [ notice ,
ace ] t Place ,

nayte ]

= HI KET) t ¥4649 = Fft ,:i¥÷¥÷÷÷÷⇒¥¥
. ÷

= 213

Linearity: Example II
Attempt #2: Use linearity of expectation.
C1 =
C2 =
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indicator variable for card I -

- Ace
.

" " " card 2 - Ace
.

A = Gtcz C ,
- Berfftz) -

- Berlitz )

Cz - Berlitz )

Efc , ] -

- Fs
,

ECG ] - IT

ECAF-IECC.tci-ECGI-Ef.cz)

= 'TztY3=¥3

A Note on Symmetry
Ci = indicator for the i-th card being an ace.

P[Ci = 1] =

Now, imagine I draw the entire deck.

E[C1 + C2 + . . .+ C52] =

Using this, for any i , what is E[Ci ]?
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L
13

-
4

# of aces I get .

=4 ,
always

-

¥2 = IT

Linearity: Mixing Up HW
(From notes.)
Same HW setup as before with n students.

Si = indicator variable for
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wantsexpededtfoffixedpo.int#Student i getting
their own HW .

si - Berth)
S = # of fixed points C Students who get

own Hw back )

S -

- S , tszt .
.  

it Sn

EES ] = ECS ,
t S

,
t.es n ]

=  ECS , It ECS , ] t
. .  .

t ECS n ]
= n . ECS , ] = n ( th ) -

- ⑦

Summary

I Joint distribution: multiple RVs. Can still be
defined for non-independent RVs.

I Ideas of independence, conditional probability
same as before.

I Expectation describes the weighted
average of a RV.

I For more complicated RVs, break down into
smaller parts (e.g. indicator variables) and
use linearity
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