RVs Continued: Joint
Distribution and Intro to
Expectation

CS 70, Summer 2019

Lecture 19, 7/25/19



From Yesterday...
» RVs assign numbers to outcomes.
» Treat X =/ as any ordinary event.

» Bernoulli, Binomial, Geometric, Poisson RVs.
Today:

» Joint Distributions, Independent RVs,
Conditional Probability

» Introduction to expectation and linearity of
expectation



Joint Distribution

Lets you work with multiple random variables.
No different from intersections of events!

RV X: takes values a in set A Dﬁﬁnmg Sets of

RV Y: takes values b in set B evenss.
Joint Distribution; _X"% —Y-b

Values: {(O, b) - GEA-,bGE"S OF\E{)\S@
Specify the Probabilities: e

P[(a,0)]= PLX=a NY-b]- PLX=0,Y-1)



Joint Distribution: Example |

X=1[X=2[X=3
Plx=s,v=2]
Y=2| 02 0.2 @«’
Y=3| 0.1 0 0.3
Y =4 0 0.1 0

P[(X even) N (Y even)] =P X2 X2+ Px=2Y=4]
0.210.\ = 0.3

-



Joint Distribution: Example Il

X=1X=2X=3

SN\

0.2 @ 0.1

2
3| 0.1 0 0.3
4 0 0.1 0

ACC Ype VNS
P[X =2] = 0.2+0+0.1=0.3 X:2, Y=2

P[y =2]= (.2t0.2+0)=051 jqaependent?
P(X=2)Nn(Y=2)]=02 (0.3X03)=02
X
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Joint Distribution: Example IlI

X=1X=2X=3
Y=2| 02 0.2 0.1
Y=3| 0.1 0 0.3
Y =4 0 0.1 0

PK=0)N(=2))=0.2

Are the events X =1 and Y = 2 independent?
Px=(] =02+01:0.3
‘P{\{:Z'l = 0.5 < 08 shae.

\SX



Independent Random Variables

RVs X (values in A) and Y (values in B) are
independent |f:

forall ac A be B:

PX =a. v = b= P[> QP Y-1]

Essentially the same story as ordinary events!!



Also the same exact story:

Conditional Distributions

X=1

X =2

X =3

0.2

0.2

0.1

0.1

0

0.3
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3
4

0

0.1

0

P[(Y even)|X < 2] =

PLYeven O X£2])

Plx<2]
0.24 0-2 £0¢0.)

- 05
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Memorylessness of Geometrics

Memoryless: For all positive integers s, t:

P[X > s+ t|X > t] =P[X > 5] requndant
vondrfion.
Let X ~ Geometric(p). X iZ memoSy(Izss:Lﬁ

2S+k) AX>Y
P xzs e[ x> €] P
ub LX , ] WP(x>t]
_ PCXzst4]

PLx>4]
- £>€+'t—i - (\_P)S—l
(L-p)e
RHS - iP(x 28]= (1-p)5t




Sum of Two Independent Poissons

. 0\ 0; ) )
Let X ~ P0|sson( 1), Y ~ Poisson(X\).

X and Y are mdependent

PIX + Y = k] — Z,\p[x U, = &-{]
cases —7
= Zf wEx= 1] PLY= k-4,

—,
defn. S%L(\ ‘Z‘—‘ ?\ L )( 7\&-(,)\ ) >
PQ\S v ¥ Xt N
‘(‘}\ +);{2_\ \\K'\r)\ 7\\ .>\1, ] K‘

=0
(3 Bmom\ux
(7“*7@ - -ﬁz‘)(?\ “')\z)\:) us Tam

> X+ T’N PO\(?\\_‘—.AZ) 10/2



Break

Which building on or near campus is your “spirit
building” ?

11/2



Expectation of a RV

Also called the mean or average of a RV.
Let X be a RV with values in A.

Its expectation is defined as:

] =2, 0 PLx=0]

QEA



Expectation of a RV: Example |

1 wp 0.4
X=4q3 wp 0.25
—1 wp 0.35
EIX] = 4-p(x=1]+ £ P[x: 5] +-5)PTx--41.
=104+ 5025+ -5035

= 04t0.\25-0 15
—00s
< 0.



Expectation of a RV: Example IlI

X=1X=2X=3
Y=2| 02 0.2 0.1
Y=3| 0.1 0 0.3
Y =4 0 0.1 0

E[X] =

E[Y] =

-

A+12+0.%

=

1-®[x=17+ 2 P[X=2)+ 2 P[x-3]
- 1(03)+2(02) t3(04)=@Q O

2(05)+3(04) *4(0.)




Expectation of a Bernoulli
Recall that if X ~ Bernoulli(p)

PX=1]=p

PX=0]=1-p

0
Then: E[X] = O/Q\/.)P)"'l P
P



Mixing Up HW
n students turn in their HW, but | accidently mix

them up. | return HW to the students, so that
each mixup (permutation) is equally likely.

What is the expected number of students who get
their own HW back?
wsw: 0,14,2, .., n-2,MN.
Ll
. o space: M
st & g’{\"mfmmﬁﬂ s o
>MEN 8 Nob Q(\wgh\,
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Linearity of Expectation

The definition of expectation isn’t always easy to
use. Linearity remedies this.

— Theorem: Let X1, X5, ..., X, be RVs over the
same probability space. @
They are not necessarily independent. Then:

) EXi+...+X]=E[X]+... +E[X]

@ For constant ¢, E[cX/] = c - E[X]

Proof: Notes. Out of scope, but not a hard proof.

Meae formally go through it next lecture.
Probublg



Linearity: Example |

X=1|X=2]X=
Y=2] 02 | 02 | 01
Y=3] 01 0 0.3
Y =4

0 0.1 0

From previous: E[X] = 2.1, E[Y] = 2.6.

EBX +7Y] = E(2x T+ ELTY]

= 3 E[xTe TELY]
= 3.2\t 2.b

© 0.3+ 18.2-@45D



Expectation of a Binomial

Let Xi, ..., X, be i.i.d. Bernoulli(p) RVs.

Let X = X, + ...+ X, ——> ind, , ([denticall
duStnp

X~ Bin (’n)p)
What is E[X]?
EfxT=E[X+ Xat...TXa]
= E[X(_J*' ELX 1+, —~+‘E(X“QS

3 -

:p?cvx' ous Sde.



Linearity: Example |l

| draw two cards from a standard deck.

What is the expected number of aces | get?

= Q
Attempt #1: Use the definitionA ¥ o,

E(A) 0 PEAoT 1 PIA 2- PIA-1]

P[A:q \P[n @, ace’)t Pl oce, 3&]

Xa) (i 2 S/ij%l

‘P[A 2] ( (30) - SZS\ 8

- 3& s
\E(/ﬂ R 52 St S S2

-
'_’

\3



Linearity: Example II

Attempt #2: Use linearity of expectation.
C; = wWducator vana\o\a for card L= Ace.
G = " “card2 - Ace.

A=C1C, ¢, ~ Ber () - (13
C.™ Bex’(’l\@)

EfC)- 4 | elc.]- &
Elal: E[CtC, 1" uc.}+5[c.,3



A Note on Symmetry

C; = indicator for the /-th card being an ace.

P[C = 1] = JITS

Now, imagine | draw the entire deck.

IE[C1+C2+...+C52]:4‘.
W OF acen I qek

=4\-) GlWAUS
Using this, for any /, what is E[C]?
N
j:—z S



Linearity: Mixing Up HW

(From notes.)
Same HW setup as before with n students.

ant . ' Nt
S; = indicator variable for Student C Q(H\Y\ﬂ
fnek € own HW.
Sy~ Ber (‘er>
) wYW aek
S= % of fixed W‘“*S(SNO\%?\ i @act)
%:S\+ S7_+ - Tgn

€fsT- ElS*S: #Du]
= B (S, 1+ A ES, |
=M €8] = m () D



Summary

» Joint distribution: multiple RVs. Can still be
defined for non-independent RVs.

» ldeas of independence, conditional probability
same as before.

» Expectation describes the weighted
average of a RV.

» For more complicated RVs, break down into
smaller parts (e.g. indicator variables) and
use linearity



